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5. **Introduction**

In this study we want to visually outline sorting algorithms either one after another or several at the same time. Furthermore we want to write our own code in runtime to try to sort the elements and compare with different sorting algorithms. The platform we use is Unity3D. It is a cross-platform game engine and used to develop video games for PC, mobile devices, websites and consoles.

TODO: add something from project plan

The remainder of this report is organized as follows. Section 2 discusses several sorting algorithms we have implemented in this project. Visualization of our sorting algorithms is presented in Section3, which also includes some code snippets. Section 5 provides final conclusions and directions for future work.

1. **Sorting Algorithms**

In this section we will discuss the functionality and characteristics of several sorting algorithms which we want to visualize.

**2.1 QuickSort**

QuickSort is a quick, recursive and efficient 'divide and conquer' algorithm. However it is not stable, which means that the relative order of equal elements is not preserved.

In the beginning the list is divided into two sublists. In order to do this quicksort chooses a pivot element from the original list. All elements, which are smaller than the pivot element, are put into the left sublist and all the bigger elements are put into the right sublist. Equal elements can be put into either sublist. After that quicksort can start to recursively sort the sublists and reapply the above steps.

Time complexity:

Best case: O(n log n)

Worst case: O(n²)

Space complexity: O(log n)

**2.2 MergeSort**

Similar to QuickSort it is a comparison-based sorting algorithm, which is based on the 'divide and conquer' principle. However in contrast to the former it is a stable algorithm.

First the unsorted list is divided into sublists which consist of one element. The sublists are then recursively merged to generate new sorted sublists. This procedure will be repeated until there is only 1 list remaining which is the sorted list.

Time complexity:

Best case: O(n log n)

Worst case: O(n log n)

Space complexity: O(n)

**2.3 HeapSort**

HeapSort is an in-place comparison-based and instable sorting algorithm. It uses a special data structure called Heap, which is a binary tree-based data structure that satisfies the heap property. If A is a parent node of B, then the value of node A is either bigger (if we use a max heap) or smaller (min heap) than the value of node B. The same ordering is applied across the whole heap. In our case we use a max heap.

In the beginning we build a heap out of our unsorted array which means that the biggest element will be on the first position. We then go on and swap this element with the last element and reduce our heap size by one. Next we have to rebuild our heap because it is possible that the new first position element doesn't satisfy the heap condition. The aforementioned steps are repeated until the heap size is 1. In the end we have a sorted array.

Time complexity:

Best case: O(n log n) TODO: korrekte zeichen der o-notation

Worst case: O(n log n)

Space complexity: O(1)

**2.4 GnomeSort**

Gnome